A COMPARISON OF TAXON CO-OCCURRENCE PATTERNS FOR MACRO- AND MICROORGANISMS
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Abstract. We examine co-occurrence patterns of microorganisms to evaluate community assembly "rules." We use methods previously applied to macroorganisms, both to evaluate their applicability to microorganisms and to allow comparison of co-occurrence patterns observed in microorganisms to those found in macroorganisms. We use a null model analysis of 124 incidence matrices from microbial communities, including bacteria, archaea, fungi, and algae, and we compare these results to previously published findings from a meta-analysis of almost 100 macroorganism data sets. We show that assemblages of microorganisms demonstrate nonrandom patterns of co-occurrence that are broadly similar to those found in assemblages of macroorganisms. These results suggest that some taxon co-occurrence patterns may be general characteristics of communities of organisms from all domains of life. We also find that co-occurrence in microbial communities does not vary among taxonomic groups or habitat types. However, we find that the degree of co-occurrence does vary among studies that use different methods to survey microbial communities. Finally, we discuss the potential effects of the undersampling of microbial communities on our results, as well as processes that may contribute to nonrandom patterns of co-occurrence in both macrobial and microbial communities such as competition, habitat filtering, historical effects, and neutral processes.
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INTRODUCTION

Understanding the structure of organism assemblages is a central goal of ecology. Detecting patterns in assemblage structure over space and time can provide insight into the processes driving this structure and provides a context for experimental study of causal mechanisms. Here, we focus on one aspect of structure in community assemblages, taxon co-occurrence, and ask whether such patterns are similar for micro- and macroorganisms.

Longstanding interest among ecologists in co-occurrence patterns began to crystallize with the suggestion by Diamond (1975) that these patterns could reveal community assembly "rules" (Gotelli and Graves 1996). Diamond evaluated the distribution of bird species on islands in the Bismarck Archipelago. He argued that competitive interactions between species would result in nonrandom patterns of species co-occurrence, such that some taxa occur together more often than expected by chance or some taxa occur together less often than expected by chance. Such patterns can be evaluated by quantifying distributions, in which some species never co-occur (checkerboard distributions) while others do co-occur (permissible combinations), and comparing them to expectations from null models that assume that such patterns arise by chance. A recent meta-analysis by Gotelli and McCabe (2002) demonstrated that nonrandom co-occurrence patterns are common in macroorganisms. Specifically, they observed that macroorganism taxa deviate from random expectations across a range of spatial scales and that the degree of community structure varied by
taxonomic group. For instance, assemblages composed of homeotherms demonstrated more nonrandom structure than poikilotherm assemblages, suggesting that physiological constraints may play a role in the assemblage structure.

Nonrandom co-occurrence patterns may be due to competitive interactions (as suggested by Diamond 1975) or other mechanisms, such as non-overlapping habitats or niches, mutualistic or syntrophic relationships, and/or historical effects (Gotelli and McCabe 2002). It is also possible that neutral processes may result in nonrandom co-occurrence patterns (Bell 2005). Nonrandom co-occurrence patterns thus may indicate that deterministic processes are important in structuring communities but do not identify the causal mechanisms responsible for such patterning. Although co-occurrence patterns similar to those described for macroorganisms by Gotelli and McCabe (2002) have not been quantified for microbial communities in this manner, qualitative observations of co-occurrence patterns do exist. These can differ from those expected to be important in macroorganisms, suggesting that the underlying processes may differ as well. One example of processes that may differ, at least in frequency, between microorganisms and macroorganisms is cooperation. The intimacy of cooperation can vary widely in microorganisms; however, in some of the extreme examples, one organism completely requires another to accomplish its metabolic activity, for example in methanogenic fatty acid degradation (Dong et al. 1994) and anaerobic methane oxidation (Boetius et al. 2000, Orphan et al. 2001). Alternatively, microorganisms and macroorganisms are also subject to many similar ecological processes and may thus show similarity in co-occurrence patterns. For example, microbes are subject to many of the same factors hypothesized to influence coexistence of macroorganisms (e.g., food web interactions, including competition and predation, habitat specialization, and so on) and interact strongly with macrobial organisms as well. It is currently unclear how such interactions might influence co-occurrence patterns. While we do not explicitly examine these underlying processes, our analyses provide a starting point for exploring the factors that determine assemblage structure.

Microorganisms (bacteria, archaea, fungi, protists, unicellular algae) differ from macroorganisms in many biologically relevant ways, the most obvious being body size, unicellularity, modes of reproduction, and physiology. However, recent work has revealed similarities in ecological patterns of microorganisms and macroorganisms (Horner-Devine et al. 2003, 2004a, b, 2006, Green et al. 2004, Bell et al. 2005, Smith et al. 2005, van der Gast et al. 2005, Green and Bohannan 2006, Horner-Devine and Bohannan 2006, Martiny et al. 2006). For example, both micro- and macroorganisms can exhibit significant turnover of taxa (beta-diversity) across landscapes (Hillebrand et al. 2001, Green et al. 2004, Horner-Devine et al. 2004b, Fierer and Jackson 2006, Martiny et al. 2006), which can result in a positive taxarea relationship. In addition, communities of both micro- and macroorganisms can exhibit significant patterns of phylogenetic structure, with closely related taxa co-occurring less often than expected by chance (Webb 2000, Horner-Devine and Bohannan 2006, Kembel and Hubbell 2006).

To explore co-occurrence patterns for microorganisms, we follow the approach of Gotelli and McCabe (2002), who evaluated the application of several key aspects of Diamond’s (1975) assembly rules to a variety of macroorganisms. First, we evaluate nonrandom patterns of taxa co-occurrence using three metrics. We then compare the microbial patterns to those observed for macroorganisms. Finally, we examine the influence of taxonomic group, habitat, and sampling method on the degree of taxon co-occurrence and conclude by discussing potential underlying processes.

**Methods**

**Incidence matrices**

We analyzed 124 data sets from microorganisms (see Plate 1) and contrasted the results with a previous analysis of 90 data sets of macroorganisms by Gotelli and McCabe (2002). We followed the procedures of Gotelli and McCabe (2002) as closely as possible given the data sets we obtained. In summary, each data set was arranged in an incidence matrix (i.e., a presence-absence matrix in which each row represents a species or taxon and each column represents a sampling site). Within each incidence matrix the presence of a species, taxon, or operational taxonomic unit (OTU) at a specific site was denoted by a 1, and its absence was denoted by a 0. If abundance data were collected, they were converted to presence-absence data.

**Macroorganism data sets**

The macroorganism data sets encompassed a range of habitats, from small quadrats in old fields to large islands in oceanic archipelagos. The sampled taxa included birds, mammals, plants, and aquatic invertebrates, among others. Ninety of the original data sets were available for re-analysis so that we could confirm the use of the same analytical approaches.

The following criteria were used by Gotelli and McCabe (2002) to select and arrange these data sets: (1) data sets only included extant taxa (at the time of census); (2) data sets encompassing aquatic and terrestrial taxa were partitioned into separate matrices; (3) only the most inclusive data set from overlapping studies was used (e.g., if two different sampling methods were used to census, the data set with more species was used); (4) data sets from artificial substrates were excluded; and (5) conspecific subspecies were lumped together as a single taxon.

**Microorganism data sets**

We used the same criteria to select microorganism data sets from original literature sources as well as
We used three indices to quantify patterns of taxa co-occurrence for each of the data sets independently. First, the checkerboard index (C-board) calculates the number of species pairs that never occur together (so called because of the checkerboard units formed in an incidence matrix when each of two taxa occurs without the other, in a particular pair of samples; Table 2). Each such species pair forms a basic checkerboard unit (CU), i.e., a $2 \times 2$ submatrix of the form 10/01 or 01/10. The C-board score is based on the number of perfect CUs in an incidence matrix.

A checkerboard distribution is the simplest pattern of co-occurrence that may suggest the role of competition or differential habitat utilization in structuring communities. In other words, we might interpret a CU in which a pair of taxa never co-occur as evidence for competitive exclusion. It is equally possible to interpret a CU as evidence of differences in habitat preferences between taxa (with or without competition). According to Diamond’s (1975) assembly rules, a community that is organized based on interspecific competition should have more checkerboard units than expected by chance, and the same pattern could arise from habitat partitioning. However, because this measure of co-occurrence relies on strict checkerboards, it is less informative than other, less conservative indices as it does not include information on pairs of taxa that co-occur less often than expected by chance, but do not segregate into perfect CUs.

A second community structure index (Combo) is the number of unique species combinations found between pairs of sites (Gotelli and McCabe 2002). Diamond’s assembly rules describe “permissible combinations” and “forbidden combinations,” both of which can include one or more species pairs. In a competitively structured community there should be fewer unique species combinations than expected by chance. We expect the same for a community dominated by habitat filtering, where different taxa have different and non-overlapping habitat preferences or tolerances.

Finally, we used Stone and Robert’s (1990) C-score, which is based on the average number of checkerboard units (CUs) between all possible species (or taxon) pairs in a matrix. The C-score thus measures species segregation, but it does not require perfect checkerboard distributions. Stone and Roberts (1990) showed that the number of CUs for any species pair can be calculated as: $CU = (R_i - S)(R_j - S)$ where $R_i$ and $R_j$ are the row totals for species $i$ and $j$, and $S$ is the number of sites containing both species. The C-score is then calculated as the mean number of CUs per species pair, for all

<table>
<thead>
<tr>
<th>Taxon</th>
<th>No. data sets</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total macrobes</td>
<td>90</td>
</tr>
<tr>
<td>Microbes</td>
<td></td>
</tr>
<tr>
<td>Algae</td>
<td>4</td>
</tr>
<tr>
<td>Archaea</td>
<td>11</td>
</tr>
<tr>
<td>Bacteria</td>
<td>86</td>
</tr>
<tr>
<td>Ciliates</td>
<td>2</td>
</tr>
<tr>
<td>Eukarya</td>
<td>12</td>
</tr>
<tr>
<td>Fungi</td>
<td>1</td>
</tr>
<tr>
<td>Metazoa</td>
<td>1</td>
</tr>
<tr>
<td>Protist</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>124</td>
</tr>
</tbody>
</table>

Note: When data sets did not differentiate among taxa, different taxonomic groups remained in one matrix (e.g., metazoa and eukarya).

directly from authors. Each data set included at least four sampling sites. The spatial scale of the data sets ranged from a study in which individual samples were taken from a single deep-subsurface borehole, to one in which individual samples were collected across North and South America. Data from experimental studies and/or those using artificial substrates, including field or greenhouse plots, lab cultures, mesocosms, and slurries, were excluded. However, data from control plots of larger experimental studies were used.

We divided the microbial data broadly by phylogenetic group (e.g., bacteria, archaea, and fungi; Table 1) and habitat (e.g., freshwater, marine, hot spring, coral, soil, sediment, vegetation, and animal waste). Data sets from studies that encompassed multiple habitats or taxonomic groups were partitioned into separate matrices so that each matrix only represented one taxonomic group and one habitat type.

A variety of molecular techniques and molecular markers were used to assess microbial assemblage composition. The methods used PCR-amplification followed by denaturing gradient gel electrophoresis (DGGE), terminal restriction fragment length polymorphism (T-RFLP), and cloning and sequencing. The molecular markers included 16S ribosomal RNA and various functional genes. It was not necessary to determine specific taxon identities for each OTU in these analyses; OTUs within a given data set were consistently designated (e.g., all using the same percentage similarity cutoff for sequences). As with macro-organisms, we used the most inclusive data set available from each study site. For example, when considering data sets where multiple molecular techniques or markers were used, we chose the one that detected the most operational taxonomic units (OTUs).

**Quantifying species co-occurrence**

We used three indices to quantify patterns of taxa co-occurrence for each of the data sets independently. First, the checkerboard index (C-board) calculates the number of species pairs that never occur together (so called because of the checkerboard units formed in an incidence matrix when each of two taxa occurs without the other, in a particular pair of samples; Table 2). Each such species pair forms a basic checkerboard unit (CU), i.e., a $2 \times 2$ submatrix of the form 10/01 or 01/10. The C-board score is based on the number of perfect CUs in an incidence matrix.

A checkerboard distribution is the simplest pattern of co-occurrence that may suggest the role of competition or differential habitat utilization in structuring communities. In other words, we might interpret a CU in which a pair of taxa never co-occur as evidence for competitive exclusion. It is equally possible to interpret a CU as evidence of differences in habitat preferences between taxa (with or without competition). According to Diamond’s (1975) assembly rules, a community that is organized based on interspecific competition should have more checkerboard units than expected by chance, and the same pattern could arise from habitat partitioning. However, because this measure of co-occurrence relies on strict checkerboards, it is less informative than other, less conservative indices as it does not include information on pairs of taxa that co-occur less often than expected by chance, but do not segregate into perfect CUs.

A second community structure index (Combo) is the number of unique species combinations found between pairs of sites (Gotelli and McCabe 2002). Diamond’s assembly rules describe “permissible combinations” and “forbidden combinations,” both of which can include one or more species pairs. In a competitively structured community there should be fewer unique species combinations than expected by chance. We expect the same for a community dominated by habitat filtering, where different taxa have different and non-overlapping habitat preferences or tolerances.

Finally, we used Stone and Robert’s (1990) C-score, which is based on the average number of checkerboard units (CUs) between all possible species (or taxon) pairs in a matrix. The C-score thus measures species segregation, but it does not require perfect checkerboard distributions. Stone and Roberts (1990) showed that the number of CUs for any species pair can be calculated as: $CU = (R_i - S)(R_j - S)$ where $R_i$ and $R_j$ are the row totals for species $i$ and $j$, and $S$ is the number of sites containing both species. The C-score is then calculated as the mean number of CUs per species pair, for all

<table>
<thead>
<tr>
<th>Taxon</th>
<th>Checkerboard unit (CU) in an incidence matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sample A</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>
species pairs in a data set. If the resulting C-score is significantly larger than the C-score produced by the null distribution then at least some pairs of species co-occur less often than expected by chance (i.e., there is segregation of taxa). The reciprocal is also true. If the C-score is significantly less than the C-score for the null distribution then more species co-occur than expected by chance (i.e., there is more aggregation among taxa). We expect that an assemblage dominated by competitive species interactions would exhibit a significant segregation of taxa, whereas one dominated by mutualistic or syntrophic interactions would exhibit an aggregation of taxa (i.e., have a small C-score). Again, it is possible that habitat filtering, neutral processes, or phylogenetic constraints could also produce these patterns.

The C-score index is related to, but less stringent than the C-board index, as it does not require perfect segregation or association between OTUs. In other words, the C-score index can detect nonrandom patterns in a real matrix that does not display a perfect checkerboard distribution for particular pairs of taxa.

Null model algorithm

We tested the observed values for each of the three indices for significance using a Monte Carlo “null model” to randomize each matrix in the data set. Following the most conservative option for null model comparisons, the row and column totals from the original matrix were retained, thus conserving the number of species per site and sites per species. A swap algorithm in which randomly selected 2 × 2 submatrices of the form 01/10 or 10/01 (CUs) were exchanged was used to generate random matrices (Gotelli and Entsminger 2005). A swap algorithm begins with the original matrix and creates new matrices by repeatedly swapping. For each original data set, 5000 initial swaps randomized the original pattern, yielding one random template matrix followed by 5000 consecutive swaps to create 5000 unique null matrices. The co-occurrence index was calculated for each simulated matrix ($I_{sim}$). We then tested whether the observed co-occurrence indices ($I_{obs}$) significantly differed from that of simulated assemblages, using a two-tailed significance test to evaluate the rank of observed values at $P = 0.05$, such that an observed rank of less than 250 (i.e., 5% of 5000, indicating significant association among taxa) or greater than 4750 (i.e., 95% of 5000, indicating significant segregation among taxa) was assumed to be significantly different from the null.

Meta-analysis (standardized effect size, SES)

Following Gotelli and McCabe (2002), we calculated a standardized effect size for each matrix that allowed us to compare the degree of co-occurrence across data sets. The standardized effect size measures the statistical amount of deviation from random co-occurrence. It is calculated as the number of standard deviations that the observed score is above or below the mean co-occurrence index for the simulated communities. In other words, we calculated an effect size by standardizing the difference between the observed incidence matrix ($I_{obs}$) and the mean of 5000 indices generated from the simulated null model matrices ($I_{sim}$) functions. $I_{sim}$ represents the pattern expected from a community in the absence of species interactions, historical effects on co-occurrence, habitat segregation, or sampling effects. We used the formula $SES = (I_{obs} - I_{sim}) / S_{sim}$, where $S_{sim}$ is the standard deviation of 5000 simulated communities (Gotelli and McCabe 2002). We used a one-sample Wilcoxon signed rank test to determine if the median SES differed from zero. A large SES for C-score, C-board, or Combo is the equivalent of a large index value for each respective index.

We used the default setting of the EcoSim (7.72) software to conduct all null model analyses and to calculate the co-occurrence indices and corresponding SES for each matrix (Gotelli and Entsminger 2005).

Of the three indices, the C-score has been shown to be the most sensitive measure of nonrandomness and to have the greatest statistical power (Gotelli 2000). We thus examined how variation in the SES of the C-score was related to taxonomic group, habitat, and method used to assess community similarity. In particular, we examined the influence of habitat (Table 3) on community structure for archaea, bacteria, and fungi, the three best-represented taxa in the meta-analysis. Habitats were classified as aquatic (freshwater or marine), sediment/sol, or other (including rock, hot spring, and so on; see Appendix A). The SES distributions were not normally distributed for microbes or macrobes (results not shown); therefore the nonparametric Kruskal-Wallis test for the difference among medians was used to examine the effects of taxon and habitat on the SES C-score.

Because of the vast diversity of microbial taxa and the limited ability of many fingerprinting techniques to sample that diversity exhaustively, many of the microbial assemblages included in this analysis are likely to be undersampled relative to the macroorganism data sets, most of which were collected as a result of thorough census efforts. To explore the effect of potential under-sampling on the microbial assemblage scores, in comparison with macrobial assemblages, we simulated undersampling of our macroorganism data sets and compared the C-scores to the microorganism data sets. We subsampled 12 macroorganism data sets by drawing

<table>
<thead>
<tr>
<th>Habitat</th>
<th>Archaea</th>
<th>Bacteria</th>
<th>Fungi</th>
</tr>
</thead>
<tbody>
<tr>
<td>Freshwater</td>
<td>0</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Marine</td>
<td>8</td>
<td>32</td>
<td>0</td>
</tr>
<tr>
<td>Other</td>
<td>1</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>Sediment</td>
<td>1</td>
<td>12</td>
<td>2</td>
</tr>
<tr>
<td>Soil</td>
<td>1</td>
<td>32</td>
<td>8</td>
</tr>
<tr>
<td>Total</td>
<td>11</td>
<td>86</td>
<td>12</td>
</tr>
</tbody>
</table>

Table 3. Habitats sampled for the three most common microbial taxa in the meta-analysis (n = 109).

Meta-analysis (standardized effect size, SES)

Following Gotelli and McCabe (2002), we calculated a standardized effect size for each matrix that allowed us to compare the degree of co-occurrence across data sets. The standardized effect size measures the statistical amount of deviation from random co-occurrence. It is calculated as the number of standard deviations that the observed score is above or below the mean co-occurrence index for the simulated communities. In other words, we calculated an effect size by standardizing the difference between the observed incidence matrix ($I_{obs}$) and the mean of 5000 indices generated from the simulated null model matrices ($I_{sim}$) functions. $I_{sim}$ represents the pattern expected from a community in the absence of species interactions, historical effects on co-occurrence, habitat segregation, or sampling effects. We used the formula $SES = (I_{obs} - I_{sim}) / S_{sim}$, where $S_{sim}$ is the standard deviation of 5000 simulated communities (Gotelli and McCabe 2002). We used a one-sample Wilcoxon signed rank test to determine if the median SES differed from zero. A large SES for C-score, C-board, or Combo is the equivalent of a large index value for each respective index. We used the default setting of the EcoSim (7.72) software to conduct all null model analyses and to calculate the co-occurrence indices and corresponding SES for each matrix (Gotelli and Entsminger 2005).

Of the three indices, the C-score has been shown to be the most sensitive measure of nonrandomness and to have the greatest statistical power (Gotelli 2000). We thus examined how variation in the SES of the C-score was related to taxonomic group, habitat, and method used to assess community similarity. In particular, we examined the influence of habitat (Table 3) on community structure for archaea, bacteria, and fungi, the three best-represented taxa in the meta-analysis. Habitats were classified as aquatic (freshwater or marine), sediment/sol, or other (including rock, hot spring, and so on; see Appendix A). The SES distributions were not normally distributed for microbes or macrobes (results not shown); therefore the nonparametric Kruskal-Wallis test for the difference among medians was used to examine the effects of taxon and habitat on the SES C-score.
100 random subsets of taxa from each data set. For example, for a given observed macroorganism incidence matrix, we generated a new matrix that subsampled 20% of the original species with equal probability (without replacement) and then calculated the co-occurrence index. This new matrix thus simulated an undersampling of the macroorganism assemblages. We repeated this 100 times for each of 20%, 40%, 60%, and 80% of the original number of macrobial species observed in a given data set. We used EcoSim to calculate the C-score and C-score SES for each of these matrices and then plotted the average SES C-score for each matrix at each subsampling level.

RESULTS
Microbial assemblages displayed a substantial proportion of nonrandom co-occurrence patterns as measured by the C-score, with 56% of the 124 data sets showing significantly more segregated structure than expected by chance and only one data set showing significantly more aggregation than expected by chance. This is broadly similar to patterns for macroorganisms, which also show more nonrandom co-occurrence patterns structure than expected by chance (49% of 90 data sets).

The standardized effect score (SES) for the C-board index was significantly greater than zero for both microorganisms and macroorganisms, whereas the SES for the number of species combinations (Combo) was significantly less than zero for both groups (Fig. 1). Similarly the SES for the C-score differed significantly from the expected distribution for both macroorganisms and microorganisms. Thus overall both groups of organisms exhibited more assemblage structure than expected by chance.
Fig. 2. The influence of molecular method on C-score standardized effect size, including all molecular markers. Automated ribosomal intergenic spacer analysis (ARISA) resulted in the highest values, whereas clone libraries and sequencing resulted in the lowest. Also included in the analysis were studies using terminal restriction fragment length polymorphism (T-RFLP) and denaturing gradient gel electrophoresis (DGGE).

expected by chance and showed broadly similar patterning. Despite the many differences between the biology of microorganisms and macroorganisms, as well as how they are sampled, their mean C-score SES did not differ (Kruskal-Wallis, df = 1, $H = 1.77, P = 0.184$). The same was true for the mean C-board SES (Kruskal-Wallis, df = 1, $H = 0.889, P = 0.346$) and the Combo SES (Kruskal-Wallis, df = 1, $H = 0.0210, P = 0.885$). These results are especially interesting given the different ways taxa are defined and the often greater ecological breadth represented by such microbial taxa.

The C-score SES did not vary with the size of the data set, as measured by the number of samples or the number of different OTUs included in a given incidence matrix (results not shown). In contrast with the macroorganism data, the C-score SES also did not vary among bacteria, archaea, and fungi; the three best represented taxa in the analysis (Kruskal-Wallis, df = 2, $H = 0.3303, P = 0.85$). Because only limited data sets were available for archaea and fungi, we examined the influence of habitat on co-occurrence for bacteria only. The bacterial C-score SES did not vary with habitat for freshwater, marine, soil, and sediment habitats (Kruskal-Wallis, df = 3, $H = 1.96, P = 0.58$).

Because taxa and habitat did not influence the C-score SES, we pooled the microbial taxa and habitats and examined the effect of the type of molecular analysis (i.e., T-RFLP, cloning/sequencing, DGGE, and so on) as well as the molecular marker used (i.e., rRNA gene, functional gene, and so on). Sampling method had a significant effect on SES C-score for microbes (Kruskal-Wallis, df = 4, $H = 44.37, P < 0.0001$; Fig. 2). This result is not surprising as different molecular approaches sample assemblages at different taxonomic resolutions.

The effect of the molecular marker examined depended on the type of molecular analysis. When cloning and sequencing were used, the C-score SES for data sets targeting ITS, ribosomal, or functional genes did not differ (Kruskal-Wallis, df = 2, $H = 2.5399, P = 0.281$). However, the molecular marker did have a significant effect on C-score SES for assemblages characterized by T-RFLP (Kruskal-Wallis, df = 2, $H = 10.08, P = 0.0065$), with functional genes resulting in lower C-score SES than ITS or ribosomal genes. We controlled for the effect of molecular analysis and marker and examined the effect of habitat on bacteria sampled using T-RFLP of the 16S rDNA. Again, habitat did not influence the C-score SES (results not shown).

Undersampling tends to underestimate the degree of segregation among species. Of 12 subsampled macroorganism matrices, eight showed an increasing trend of C-score SES with the increasing percentage of the taxa sampled (Fig. 3). Thus undersampling makes it more difficult to accept the hypothesis of significant segregation. Our results that many microbial assemblages are significantly segregated are thus all the more striking.

Fig. 3. The effect of undersampling on C-Score SES for macroorganisms. The SES tends to increase with the percentage of the taxa sampled. Different symbols correspond to a subset of different macrobial taxa from the macrobial data sets. Assuming that macrobial communities were exhaustively sampled, these patterns indicate the possible extent of bias due to undersampling that might occur in microbes.
DISCUSSION

Co-occurrence patterns are interesting and informative ways of exploring assemblage structure. In macroorganisms these patterns commonly deviate from null expectations in ways that indicate how assemblages may be structured by interspecific competition and other mechanisms. Here we show that microbial assemblages, like those of macroorganisms, exhibit segregation (i.e., less co-occurrence) of taxa more often than expected by chance. We further show that metrics of these patterns show overall frequency distributions similar to those of macroorganisms, although undersampling of microorganisms may have underestimated structuring in microbial assemblages; approximately half of the microbial data sets analyzed showed significant co-occurrence structure, and very few displayed evidence for aggregation. When we compare our results with those observed for macroorganisms, we see that this general pattern of assemblage structure appears to be a common feature of communities in all three domains of life and is robust to differences in body size, spatial scale, and sampling methods. The degree to which similar patterns are due to similar causal mechanisms is impossible to evaluate without experimental work, but our findings suggest at least two possible explanations. First, they may indicate that similar processes structure both microbial and macrobial communities, as previously suggested (Horner-Devine et al. 2004a, Green and Bohannan 2006, Martiny et al. 2006). Alternatively, they may indicate that patterns of assemblage structure involving microorganisms and macroorganisms are causally interlinked such that the similarities reflect interdependencies rather than similar but independent mechanisms.

Diamond’s (1975) predictions regarding co-occurrence patterns stemmed from the idea that interspecific competition would result in forbidden combinations of species and checkerboard distributions. Recent thinking suggests that other processes can contribute to such patterns whether or not competition is present. For instance, segregation patterns could result from “habitat checkerboards,” a mechanism that may apply equally to micro- and macroorganisms. In other words, species or taxa may be associated with different environmental features of the sites, producing less co-occurrence than expected by chance. Other studies have demonstrated that microbial community composition can vary with environmental characteristics (reviewed in Horner-Devine et al. 2004a; see also Crump et al. 2007, Fierer et al. 2007). While we also cannot directly evaluate these mechanisms in this study, we believe that these phenomena likely influence the patterns we observe.

A third possible explanation is that historical or phylogenetic processes have led to more segregation of taxa than expected by chance. In particular, allopatric speciation may lead to a pattern of little or no coexistence among congeners, whether or not competi-

**Plate 1.** We report on co-occurrence patterns of microorganisms in order to evaluate community assembly rules. The microbial plankton in aquatic ecosystems include diverse and beautiful taxa, such as (clockwise, from top left): *Aphanizomenon*, *Anabaena*, *Dictyosphaerium*, *Sphaerocystis*, *Microcystis*, and *Coelosphaerium*. Photo credit: R. O. Megard.
tion is occurring or occurred in the past between such species (Connell 1980). Recent work on both macrobial and microbial communities suggests that for a variety of communities (both microbial and macrobial) co-occurring taxa are less closely related than expected by chance (e.g., Cavender-Bares et al. 2006, Horner-Devine and Bohannan 2006, Weiblen et al. 2006). While the indices do not take phylogenetic distances into account, these previous results suggest that historical processes may play a role in structuring microbial assemblages.

These three explanations for nonrandom co-occurrence (competition, habitat checkerboards, and historical effects), and more specifically for segregation, are not mutually exclusive, and in fact, probably interact to reinforce these patterns. For example, competitive interactions may lead to the divergent evolution of distinct habitat preferences and a consequent reduction in niche overlap. Finally, recent work suggests that neutral processes may result in nonrandom co-occurrence patterns (Bell 2005).

Although our analysis did not detect differences in the degree of co-occurrence exhibited by communities of micro- and macroorganisms, it is possible that undersampling of the microbial communities masks differences that do, in fact, exist. Most microbial communities, especially in soil systems, are vastly undersampled. For example, Tringe et al. (2005) sequenced 1700 clones from clone libraries of PCR-amplified bacterial 16S rRNA sequences generated from a single sample of soil DNA. Richness estimators suggest that despite such intensive sampling, they were unable to sample more than 30% of the taxa present. Random subsampling of the relatively well-sampled macroorganism data sets (Fig. 3) suggests that undersampling may underestimate the degree of structure in a data set. Thus as most of the microbial data sets are likely to be undersampled, this result suggests that increased sampling effort might result in even higher C-scores for microbial assemblages and thus microbes might exhibit even more segregation than macroorganism assemblages, at the spatial scales of measurement represented in our data.

Neither taxonomic group nor habitat influenced the degree of co-occurrence for microbial taxa. In contrast, previous work demonstrated that the degree of co-occurrence differs significantly among taxonomic groups of macroorganisms (habitat was not examined; Gotelli and McCabe 2002). It is important to note, however, that the microbial groups examined were much broader ecological groups than were those considered for macroorganisms (bacteria, archaea, fungi vs. fish, ants, birds), and this discrepancy might also contribute to the differing results.

Whereas taxon identity and habitat do not appear to influence the degree of co-occurrence in microbial assemblages, the molecular method used for taxon identification did. This result suggests that taxonomic resolution might influence the co-occurrence index values. Collapsing macroorganism matrices from the species level to the genus level could represent an effect similar to sampling at different taxonomic levels and could be expected to reduce the level of apparent segregation, as checkerboard congeners are pooled into a single taxon for each genus. In addition, when assemblages represented in incidence matrices do not represent coherent ecological guilds and thus may include taxa that are not expected to show significant structure, the co-occurrence analyses here may be subject to a "dilution effect" (Diamond and Gilpin 1982). This is more likely to be the case with many of the microbial data sets than for the macrobial data sets. For example, assemblages queried using ribosomal markers likely represent a broad range of physiological traits. It is thus easy to imagine that this analysis has conservatively represented assemblage structure patterns. Future work could address this possibility by comparing data sets that differ only in the taxonomic breadth of markers used (i.e., one could compare data sets composed of beta-proteobacteria to data sets composed of beta-proteobacteria that are also ammonia-oxidizing bacteria). The method used to query the microbial populations did have an effect on co-occurrence scores. It is tempting to suggest that sampling method and resolution work in concert to influence co-occurrence scores, but such a pattern is not apparent. Sampling effort and the spatial scale of sampling may also interact to determine the values observed here, and this interaction deserves more study. It is also likely that taxonomic resolution and the degree of undersampling are confounded for the microbial data sets. In other words, we might expect that a technique that samples diversity at a relatively fine resolution will sample a higher degree of diversity. This might lead one to expect cloning and sequencing to yield relatively high co-occurrence values. We did not observe this here. It is possible that other factors such as the choice of molecular marker (here, often rRNA gene) and degree of undersampling can confound this expectation.

Our results suggest that assemblages composed of organisms from all domains of life exhibit more co-occurrence structure than expected by chance. We show that for microorganisms from a variety of taxonomic groups, sampled from a range of habitats, at different spatial scales, and using a broad array of sampling approaches, some taxa co-occur less often than expected by chance, just as has been shown for macroorganisms. In addition, when co-occurrence structure was detected (in over half the communities), this structure took the form of segregation, not aggregation (with one exception). For both micro- and macroorganisms, additional information on habitat preferences, phylogenetics, and sampling effort will be necessary to understand microbial assemblage structure and its underlying processes more fully.
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Breakdown of microbial data sets by taxon, habitat, method, and gene (Ecological Archives E088-083-A1).